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Abstract. We study birational mappings generated by matrix inversion and permutations of the entries
of q × q matrices. For q = 3 we have performed a systematic examination of all the birational mappings
associated with permutations of 3 × 3 matrices in order to find integrable mappings and some finite or-
der recursions. This exhaustive analysis gives, among 30 462 classes of mappings, 20 classes of integrable
birational mappings, 8 classes associated with integrable recursions and 44 classes yielding finite order
recursions. An exhaustive analysis (with a constraint on the diagonal entries) has also been performed
for 4 × 4 matrices: we have found 880 new classes of mappings associated with integrable recursions. We
have visualized the orbits of the birational mappings corresponding to these 880 classes. Most correspond
to elliptic curves and very few to surfaces or higher dimensional algebraic varieties. All these new exam-
ples show that integrability can actually correspond to non-involutive permutations. The analysis of the
integrable cases specific of a particular size of the matrix and a careful examination of the non-involutive
permutations, shed some light on the integrability of such birational mappings.

PACS. 05.50.+q Lattice theory and statistics; Ising problems – 02.10.-v Logic, set theory, and algebra –
02.20.-a Group theory

1 Introduction

Birational transformations naturally pop out as non trivial
symmetries of lattice models of statistical mechanics and
solid state physics. For example a set of (birational) trans-
formations of the R-matrix of the sixteen-vertex model [1]
exits which are non trivial symmetries of the parameter
space of the model. These transformations find their ori-
gin in the so-called inversion relation [2] and in the lat-
tice symmetries. They form a (generically infinite discrete)
group generated by the composition of two involutions. A
worth noticing property of integrability has been found
for this generator, opening the question whether this in-
tegrability property is related to an underlying statistical
mechanics model or not. To answer this question a wide
class of birational mapping has been introduced moving
the point of view from statistical mechanics to discrete
dynamical system.
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In previous papers birational mappings [3–5] having
their origin in the theory of exactly solvable models in
lattice statistical mechanics [6–9,12,13] have been first
studied. They are generated by involutive transformations
on matrices corresponding to two kinds of transformations
on q× q matrices: the inversion of the q× q matrix and an
(involutive) permutation of the entries of the matrix. In
these papers, permutations of two entries [3–5], as well as
permutations corresponding to discrete symmetries of lat-
tice models of statistical mechanics [6–9,12,13] were first
analysed. Several integrable mappings associated with
permutations of q× q matrices, for arbitrary q, have been
found this way [3–5]. It has also been shown that the iter-
ation of the associated birational transformations presents
some remarkable factorization properties [3,4]. These fac-
torization properties explain why the complexity of these
iterations, instead of having the exponential growth one
expects at first sight, may have a polynomial growth of the
complexity [3,4,15,16]. It has also been shown that the
polynomial factors occurring in these factorizations may
satisfy noteworthy non-linear recursion relations and that
some of these recursions were actually integrable, yielding
elliptic curves [3,4].

We perform here a systematic examination of such bi-
rational mappings associated with all the permutations
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of entries of 3×3 matrices and (almost all) permutations
of entries of 4×4 matrices as well. This analysis provides
a set of new integrable mappings of various number of
(homogeneous) variables (32, 42, arbitrary number). Our
motivation is not only to accumulate as many new inte-
grable mappings as possible, but rather to answer the two
following questions. Firstly, is the integrability of these
birational mappings necessarily associated with involutive
permutations? Secondly, in which context higher dimen-
sion Abelian varieties, rather than elliptic curves, occur?

The paper is organized as follows: in the next sec-
tion we give our notations and recall some known results.
The seminal case of the sixteen-vertex model is presented,
together with possible generalizations, which give the mo-
tivation to study more general birational mappings asso-
ciated to permutations of q2 elements. In the third sec-
tion, an exhaustive study of all the mappings associated
to permutations of 32 elements is presented. This includes
the case of non involutive permutations. Completely in-
tegrable cases or completely chaotic cases are found, but
also intermediary cases. In the fourth section we exemplify
the generic situations encountered with specific examples
that we study in details. The fifth section is devoted to the
study of permutations of 42 elements. This study is almost
exhaustive and we give explicitly the integrable mappings
we have found. We will stress that integrable mappings
are extremely seldom. Moreover they do not always cor-
respond to involutive permutations suggesting that this
very integrability could not be related to an underlying
statistical mechanics model. We conclude with a section
devoted to summarize our main results and to state some
questions which seem interesting to us.

2 Recalls

We first introduce some notations. Sq×q denotes the set
of permutations of the q2 entries of a q × q matrix. The
q×q matrixMn is obtained iterating n times an arbitrary
initial homogeneous matrix M0:

Mn = K̂n
t (M0) (1)

where K̂t = t · Î , Î(M) = M−1 and t ∈ Sq×q . Trans-

formation K̂t is clearly a birational transformation on

the entries of M0 since its inverse, Ît−1, is also a ratio-
nal transformation. The entries of the matrix are defined
up to an arbitrary multiplicative constant. So we also
define the homogeneous transformation Kt = tI, where
I(M) = det(M)M−1 (homogeneous inverse). Obviously

Kt and K̂t yield the same iteration in the projective space

CPq2−1
. From a numerical point of view the iteration of K̂t,

seen as a discrete dynamical system, is more convenient,
whereas Kt is easier to handle for analytical calculations.
Since all the entries of Kn

t (M) are homogeneous polyno-
mials in q2 variables we will also use the ‘reduced’ matrices
Mn which are obtained dividing all entries of Kt(Mn−1)
by their common factor (GCD). It also often happens that
the determinant of the reduced matrices factorizes itself.

Let us illustrate this with the example of the mapping
corresponding to the sixteen vertex models [13,16]. We
introduce the permutation t1 which exchanges1 the two
2× 2 off diagonal sub-matrices of a 4× 4 R-matrix. The
mapping Kt1 = t1I corresponds to some non trivial non
linear symmetry of the (4 × 4 ) R-matrix of the sixteen
vertex [1] model2. In that precise case a sequence of fac-
torization occurs, which we call a factorization scheme. It
reads:

Mn+2 =
Kt1(Mn+1)

f2
n

, fn+2 =
det(Mn+1)

f3
n

,

K̂t1(Mn+2) =
Kt1(Mn+2)

det(Mn+2)
=

Mn+3

fn+1fn+3
· (2)

One has a hierarchy of recursions integrable, or compatible
with integrability [16]:

fn f
2
n+3 − fn+4 f

2
n+1

fn−1 fn+3 fn+4 − fn fn+1 fn+5

=
fn+1 f

2
n+4 − fn+5 f

2
n+2

fn fn+4 fn+5 − fn+1 fn+2 fn+6
· (3)

Defining the variables ln and xn:

ln = det(K̂n
t (M0)) and xn = lnln+1 (4)

one has the simplest recursion on these new variables:

xn+2 − 1

xn+1 xn+2 xn+3 − 1
=

xn+1 − 1

xn xn+1 xn+2 − 1
xn xn+1 x

2
n+2.

(5)

This recursion has been integrated in [16], where the foli-
ation of the 16-dimensional parameter space is also given.

Another example of permutation, which originates
from symmetry analysis of vertex models, generalizes the
previous permutation t1 and corresponds to the following
action on a 2m× 2m R-matrix [13,16,18]:

t1: R =

(
A B

C D

)
−→ t1(R) =

(
A C

B D

)
(6)

where A, B, C and D are m×m matrices. This last per-
mutation t1 corresponds to the analysis of vertex models
on a cubic (or d-dimensional hypercubic) lattice [16,18]
(m = 4, m = 2d−1), as well as monodromy matrices of
vertex models on a square lattice [16] (m = 2N , N num-
ber of sites in the monodromy matrix).

(7)

1 Transformation t1 is a geometrical symmetry of the square
lattice [13].

2 The Baxter model is a Yang-Baxter integrable subcase of
this model [13]. One should not confuse the integrability of the
symmetries of the parameter space of the sixteen vertex model
(namely the mappings considered here) and the Yang-Baxter
integrability [13]: the sixteen vertex model is not generically
Yang-Baxter integrable.
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The factorization scheme reads (with q = 2m and us-
ing the same notations):

K(Mn) = Mn+1f
q−5
n f5

n−1f
2(q−5)
n−2 f6

n−3f
2(q−5)
n−4 f6

n−5 · · ·

det(Mn) = fn+1f
q−4
n f7

n−1f
2(q−4)
n−2 f8

n−3f
2(q−4)
n−4 f8

n−5f
2(q−4)
n−6 · · ·

(8)

It has been seen [16,18] that permutation (6) yields a poly-
nomial growth of the calculations, however the fn ’s, or the
xn’s, do not verify any recursion relation like (3) or (5).
In fact the orbits of the associated mappings Kt1 can be
seen [16,18] to (uniformly) densify an (Abelian) algebraic
variety of dimension g which depends on m. In principle
one can explicitly write the evolution of the points in term
of theta functions of g variables. One could call such a sit-
uation a “g-integrability”. Furthermore it has been seen
that an R-matrix of cubic vertex model (or of a triangular
vertex model, 32-vertex model [16]) can, after some rear-
rangement of lines and columns, be written as the direct
sum of two 4× 4 identical matrices, the matrix inversion
inherited on these 4×4 matrices, being the matrix inver-
sion of the 4× 4 matrices, but permutation of entries t1
becoming a quite complicated permutation of the entries
of these 4× 4 matrices [16].

This fully justifies to consider the following prob-
lem combining for 4 × 4 matrices (resp. q × q) the
matrix inversion with quite general arbitrary permuta-
tion of the entries of the 4 × 4 (resp. q × q) matri-
ces. For instance, it would be interesting to find exhaus-
tively, for 3 × 3 matrices, all the permutations yielding
such “g-integrability” (or more simply yielding polyno-
mial growth [16,18]). Unfortunately we do not have any
simple criterion, or any quick and efficient algorithm, to
perform such an exhaustive search. Therefore we restrict,
in this paper, to the “traditional” integrability (foliation of
the parameter space in elliptic, or rational, curves) and to
“g-integrability” of birational mappings such that the pre-
vious determinantal variables xn’s satisfy specific remark-
able integrable recursions.

In this context simple permutations of the entries of
q×q matrices, like transposition of two entries, have been
analyzed [3–5]. Let us recall here a few simple results.
Let us denote S2

q×q the subset of Sq×q which consists in a
simple interchange of two entries.

Let us introduce the permutations of entries
gi,j ( 0 ≤ i < j < q ) which consist in the exchange of
column i with column j followed by the exchange of row
i with row j. It is straightforward to see (with obvious
notations) that:

Kg−1tg(M0) = g−1Kt(M0)g. (9)

This means that the equivalence relation, defined by
t′ = g−1tg, is compatible with iteration (1). From now
on Kt will simply be denoted K. Up to these row and
columns relabeling equivalence relation, one can show that
S2
q×q yields only six classes [3]: iteration (1) has to be ana-

lyzed for a only one representative in each class. The class
denoted class I in [3] can be represented by the interchange
of the two entries M0[1, 2] and M0[2, 1] . Class I presents

remarkable factorization properties at each step of iter-
ation (1). The determinants of the iterated matrices do
factorize and all the entries of an iterated matrix also fac-
torize a common (homogeneous) polynomial. Thus, at the
n-th step of the iteration, one can introduce the “reduced
matrices” Mn’s and introduce homogeneous polynomials
denoted fn’s corresponding to these very factorizations.
For class I iteration (1) thus yields:

Mn+1 =
K(Mn)

fq−2
n−2 f

2
n−1 f

q−4
n

fn+1 =
det(Mn)

fq−1
n−2 f

3
n−1 f

q−3
n

(10)

with fn = 1 for n ≤ 0. Moreover the degree of the
fn’s grows polynomially with n (quadratic growth [3]). Re-
markably, these homogeneous polynomials fn’s do satisfy
a whole hierarchy of non-linear recursion relations [3,4]
independent of q. A simple recursion in this hierarchy is
the (integrable) recursion:

fnf
2
n+3 − fn+4f

2
n+1

fn−1fn+3fn+4 − fnfn+1fn+5

=
fn−1f

2
n+2 − fn+3f

2
n

fn−2fn+2fn+3 − fn−1fnfn+4
· (11)

The K-orbit of an arbitrary matrix M0 is an elliptic curve
in the parameter space of the q2 homogeneous entries of
M0: the mapping K itself is integrable [3] for arbitrary val-
ues of q. These two integrability properties are of course
related [3].

The xn’s variables (see (4)) also verify a whole hierar-
chy of non-linear recursion relations [3,4] closely related
to the existence of the recursions on the fn’s [3,4]. Let us
give the simplest recursion of this hierarchy:

xn+2 − 1

xn+1 xn+2 xn+3 − 1
=

xn+1 − 1

xn xn+1 xn+2 − 1
xn xn+2.

(12)

This recursion is integrable. In the following, condi-
tion (12) is used as an integrability criterion (“class I-
integrability”).

Recursion (12) has been integrated in [3] and yields
biquadratic relations in terms of some new (homogeneous)
variables qn defined by xn = qn+1/qn :

(ρ − qn − qn+1) (qnqn+1 + λ) = µ. (13)

The xn’s and qn’s are related to ratio of the polynomials
fn’s:

xn =
f2
n−1 fn+2

f2
n+1 fn−2

, qn =
fn−2 fn+1

fn−1 fn
· (14)

Studying the iteration of K̂2 in the (32 − 1)-dimensional
projective space of the entries of M0, CP32−1 = CP8 ,
one can show that these orbits correspond to elliptic
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curves and actually belong to a three-dimensional vector-
space:

K̂2n(M0)=a0M0+a1K̂
2(M0)+a2K̂

4(M0)+a3K̂
6(M0).

(15)

One can also see that the following constant matrix always
belongs to this three-dimensional vector-space:

P =


0 1 0

−1 0 0

0 0 0

 . (16)

Therefore, in the right-hand side of (15), K̂6(M0) can be
replaced by the constant matrix P , the three-dimensional
vector-space yielding, with homogeneous notations:

K2n(M0) = a0M0 + a1K
2(M0) + a2K

4(M0) + a3P.

(17)

These results are specific of q = 3. Let us note that this
three-dimensional vector-space becomes [4] for q ≥ 4, a
five dimensional vector-space:

K̂2n(M0) = a
(n)
0 M0 + a

(n)
1 K̂2(M0) + a

(n)
2 K̂4(M0)

+ a
(n)
3 K̂6(M0) + a

(n)
4 K̂8(M0) + a

(n)
5 P.

(18)

One can show, for q ≥ 3, that matrix P is unique. One

can in fact (see Appendix) represent transformation K̂2

or the homogeneous transformation K2, as (birational)
mappings on four (resp. six) homogeneous coordinates

a
(n)
0 , a

(n)
1 , · · · , a(n)

3 (resp. a
(n)
5 ). The “price to pay” is

that this representation of K̂2 (or K2 ) depends in a very
complicated way of the initial matrix M0 . Not surpris-
ingly these transformations are integrable yielding ellip-
tic curves. This is thus a way to get an infinite number
of new three-dimensional, or five-dimensional, integrable
mappings (see Appendix).

Among the previously mentioned six classes, class de-
noted IV in [4,5] also has interesting properties. Class IV
can be represented by the interchange of the two entries
M0[2, 1] and M0[2, 3] . Generically, the iterations of K
are not integrable, however for “many” [5] different initial
matrices M0, the orbits of K yield (transcendental [5])
curves. Such a highly regular situation corresponding to
(very) weak chaos, has been called “almost integrable” [5].
Moreover there does exist a (codimension-one) algebraic
condition, bearing on the entries of the matrix, for which
the birational transformations K, associated with class
IV, actually correspond to integrable mappings [4,5]. This
integrability condition has been written elsewhere [4]. The
factorizations restricted to this integrable subcase3 read for

3 The factorizations are more involved in the general case [3].

4× 4 matrices:

M int
n+1 =

K(M int
n )

fn f
2
n−2 fn−3 f

2
n−4

fn+1 =
det(M int

n )

f2
n fn−1 f

3
n−2 f

2
n−3 f

3
n−4

(19)

where the homogeneous polynomials fn ’s verify:

fn+2 fn+7 fn+9 − fn+3 fn+5 fn+10

fn+3 fn+7 fn+8 − fn+4 fn+5 fn+9

=
fn+1 fn+6 fn+8 − fn+2 fn+4 fn+9

fn+2 fn+6 fn+7 − fn+3 fn+4 fn+8
· (20)

This recursion is an integrable recursion on the fn’s. The
birational transformations of class IV yield, for this partic-
ular integrable case (see (19)), the following (integrable)
recursion on the xn’s:

xn+2 − 1

xn+1 xn+3 − 1
=

xn+1 − 1

xn xn+2 − 1

xn xn+2

xn+1
· (21)

However, in general, the birational transformations of
class IV only yield:

xn+3 − 1

xn+2 xn+4 − 1
=

xn+1 − 1

xn xn+2 − 1
xn xn+3· (22)

Recursion (22) is not an integrable recursion. Of course
(21) implies (22).

Condition (21) cannot really be used as an integrabil-
ity criterion since it is only verified on a (quite involved
codimension-one) algebraic variety [3]. Practically we will
use (22) as an integrability criterion: when condition (22)
is verified it is easy to find the (codimension-one) algebraic
variety on which (21) is actually verified. Thus condition
(22) can be seen as an integrability criterion though it is
not an integrable recursion. In the following such a situa-
tion will be called “class IV-integrability”.

Studying the iteration of K̂ in the (q2−1)-dimensional
space CPq2−1 of q × q entries, one can show that these
orbits actually belong to remarkable two-dimensional sub-
varieties, namely planes [5]:

K̂2n(M0) = a0M0 + a1K̂
2(M0) + a2K̂

4(M0) · (23)

Inside these planes, (which depend on the initial matrix),
the orbits look like curves4 for many of the trajectories
(see [5]). For transposition t12−32 one can recursively

show [5] that the successive iterates of K̂2 on a generic
matrix M0 , can be written in the following way:

K̂2n(M0) =
1

x0 x2 . . . x2n−2
(M0 + αnK̂

2(M0) + βnP )

(24)

4 From equations (22) one may have the “prejudice” that the

orbits of transformation K̂ in CP15 (or CPq2−1) should be
curves. In fact it has been shown in [5] that, in some domain of
the parameter space CP15 (or CPq2−1), these orbits look like
curves which may explode into some involved chaotic sets [5].
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number of elements 1 2 3 4 5 6 7 8 9 10 11 12

number of classes 2 12 14 34 0 354 0 0 0 0 0 30046

where matrix P denotes the constant q × q matrix with
entries P [1, 2] = 1 , P [3, 2] = −1 , P [i, j] = 0 for
(i, j) 6= (1, 2) or (i, j) 6= (3, 2). In other words, all the

iterates of K̂2 lie in a plane which depends on the initial
matrix M0 (or equivalently, on any other “even” iterates of
M0). This plane is led by two vectors, namely a fixed vec-

tor P and another one K̂2(M0) , depending on the initial
matrix.

In the previously mentioned papers [3–5,16,18] all5 the
integrable birational mappings have been seen to corre-
spond to the occurrence of one of the three previous hi-
erarchy of recursions on the xn’s represented by (5, 12)
or (21) (or (22)). Actually we will, in the following, sys-
tematically seek for these three recursions as integrability
criterion, and verify that the associated hierarchy of re-
cursions [3,4] are also fulfilled. We will verify if one of the
three previous factorization schemes (2, 10), or (19), is sat-
isfied, or if some new factorization scheme pops out, only
when the permutation considered verifies one of the three
recursions (5, 12) or (21). This is our “strategy” since the
analysis of the factorization schemes cannot be easily im-
plemented as an algorithmic procedure: the factorization
schemes are not systematically checked directly for each
permutation.

We will also seek for (some) finite order recursions on
the xn’s and see when these finite order conditions ac-
tually correspond to finite order orbits of the birational
transformation K = tI or, on the contrary, to infinite
order orbits, and, in this last case, we will carefully exam-
ine the orbits: are they elliptic curves, Abelian surfaces,
higher dimensional Abelian varieties, chaotic sets... ?

Remark: “Straight” generalizations

It is possible to extend a permutation of Sr×r to Sq×q by
simply keeping fixed all the new entries corresponding to
the additional q − r rows and columns. These permuta-
tions on q×q matrices simply generalizes any permutation
introduced on, for instance, a r × r matrix. Let us write
the q × q matrix in blocks:

M0 =

(
Ar,r Br,q−r
Cq−r,r Dq−r,q−r

)
. (25)

Submatrices Ar,r, Br,q−r, Cq−r,r and Dq−r,q−r are respec-
tively r × r, r × (q − r), (q − r) × r and (q − r) × (q − r)
matrices. A simple extension amounts to permuting the
entries of the sub-matrix Ar,r according to the permuta-
tion introduced on the r × r matrix, and to leaving the
others submatrices Br,q−r, Cq−r,r, Dq−r,q−r unchanged.
We will call such extensions “straight” generalizations
[16,18].

5 Except one [3–5].

A certain number of results (occurrence of integrable
recursion, factorization schemes...) do not depend on the
actual size q of the matrix but only on the permutation
considered [3,4]. It is thus tempting to examine exhaus-
tively all the permutations of 3×3 (resp. 4×4 ) matrices
in order to find new integrable birational transformations
independent of q or, on the contrary, find integrable re-
sults specific of 3×3 (resp. 4×4) matrices. To some extend
this last situation could be of a greater interest to get some
hint on the very “nature” of integrability.

3 Integrability of an arbitrary permutation
of S3�3

In this section we extend the previous results to an arbi-
trary permutation t of S3×3. Let us first notice that since t
is not necessarily an involution anymore, the action of the
group, generated by t and I, on an initial matrix does not
reduce6 to the simple iteration of tI. For instance trans-
formations like tpI (p integer) do occur. In this section we
do not analyse the whole group, generated by I and t: we
restrict ourself to the analysis and the classification of the
mappings K = tI where t is an arbitrary permutation of
S3×3 . The equivalence relation (9) also holds here. The
9! = 362880 elements of S3×3 are actually grouped in
30462 classes (to be compared to the six classes of the
previous section). The number of elements in each class is
shown in the table (see above).

Notations

Let us introduce some q-independent encoding of the per-
mutations of entries of q × q matrices. The entries of a
3 × 3 (resp. q × q) matrix are labeled as follows using
hexadecimal representation:

0 3 8

2 1 7

6 5 4

 ,


0 3 8 f · · ·
2 1 7 e · · ·
6 5 4 d · · ·
c b a 9 · · ·
...

...
...

...
. . .

 · (26)

A 3×3 (resp. q×q ) matrix will represent a permutation of
the entries of the 3×3 (resp. q×q ) matrix. For instance:

Perm =

2 0 6

4 7 8

5 1 3

 (27)

6 Up to a semi-direct product by Z2. A group generated by
two involutions, with no relations between them, is isomorphic
to the infinite dihedral group [6,7].
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Table 1. Permutations corresponding to finite order recursions on the xn’s.

038 (†) 026 (†) 083 062 062 038 172 153

217 [1] 315 [1] 645 [3] 847 [3] 351 [6] 654 [6] 546 [2] 748 [2]

654 874 271 351 847 217 380 260

xn = ±1 153 127 260 (‡) 217 (‡) 271 206 546 531

260 [12] 564 [12] 153 [4] 654 [4] 083 [6] 784 [6] 380 [2] 487 [2]

748 308 748 038 645 135 172 602

025 026 024 026 074 062 051 047

316 [6] 314 [12] 316 [12] 814 [12] 326 [12] 347 [6] 347 [12] 351 [12]

874 875 875 375 815 851 862 862

xnxn+1 = ±1 026 062 153 206 204 260 602 (−)

351 [6] 851 [6] 260 [12] 134 [12] 136 [12] 531 [12] 531 [12]

847 347 487 785 785 487 748

047 136 163 150 260 206 607 (−) 062 (−)

xn · · ·xn+2 851 [12] 204 [12] 250 [12] 263 [12] 758 [12] 478 [12] 531 [12] 351 [12]

= ±1 362 785 748 748 143 513 482 784

067 015 062 041 186 (‡)

xn · · ·xn+3 351 [12] 374 [12] 351 [12] xn · · · xn+5 = 1 367 [6] 705 [6]

= 1 842 826 487 852 234

corresponds to the permutation which has the following
decomposition in a 4-cycle and a 5-cycle.

0 −→ 2 −→ 4 −→ 3 −→ 0

and 8 −→ 6 −→ 5 −→ 1 −→ 7 −→ 8. (28)

In the following we will also denote by 206 478 513 such a
permutation.

For numerical purpose it is more convenient to study
all permutations and check afterward which are equivalent.
This comes from the fact that it is (paradoxically) easier
to decide the (5, 12) or (21)-integrability of a given map-
ping than to decide if two permutations are equivalent
under (9).

Remark: equivalence of permutations

An exhaustive list of all the possible permutations of the
entries of a 3×3-matrix is given in Table 1 (see above), up
to an equivalence relation which is defined as follows. We
consider two permutations to be equivalent if they can be
related by:

– a relabeling of the variables: permutation of lines and
columns i and j,

– a transposition of the matrix7,
– an inversion: one permutation is equivalent to its in-

verse8.

7 Let us denote tr the transposition of a matrix. One can
straightforwardly compare the iteration of PI and trP trI.

8 Analyzing the iteration of K = PI amounts to analyzing
the iteration of K = IP−1 or equivalently, K = P−1I.

At this point, it is useful to make the following remark.
Many (quite involved) permutations are seen to satisfy one
of the three previous recursions (5, 12) or (21) for “patho-
logical” reasons. Suppose, for instance, that a permutation
satisfies the following simple recursion on the xn’s:

xnxn+1xn+2 = 1. (29)

It is straightforward to see that (29) implies that recursion
(12) is verified. Recursions (5) or (12) or (21) may thus
be verified, not because of a “true” integrability (foliation
of the parameter space in elliptic, or rational, curves) but
because of a simple finite order recursion on the xn’s like
(29). Actually it is easy to see that (29) yields xn = xn+3.
It can be a strong indication that, not only the recursion

on the xn’s, but the birational transformation K̂ itself, is
a finite order mapping. Clearly such finite order recursion
on the xn’s has to be considered separately.

As far as such finite order recursion on the xn’s are
concerned, we have generated all the permutations of en-
tries of 3 × 3 matrices. The permutations (corresponding
to finite order recursions on the xn’s) are often quite in-
volved permutations. A list of these (“finite order”) per-
mutations is given in the following Table 1.

The number in [bracket] near each permutation is
the cardinality of the corresponding class.The sign (−)
indicates that in the first column of Table 1, the mi-
nus determination of ±1 has to be taken. The permu-
tations corresponding to xn xn+1 · · · xn+m−1 = ±1 yield
xn = xn+m. The sign (†) refers to (quite trivial permuta-

tions) K̂2 = identity. The sign (‡) refers to permutations

such that K̂6 = identity. However most of the permuta-
tions of Table 1, corresponding to finite order recursions

in the xn’s, do correspond to infinite order K̂.



N. Abarenkova et al.: Integrable discrete dynamical systems 653

Table 2. “Genuine” class I and class IV recursions.

028 046 027 027 025 016

317 [3,2] 315 [6,4] 318 [3,2] 315 [6,2] 316 [3,2] 325 [6,6]

654 872 546 864 784 478

037 026 026 086 083 146

Class I 218 [3,2] 347 [3,2] 345 [3,2] 345 [6,4] 647 [3,2] 308 [6,12]

564 851 871 271 251 572

038 078 (*) 147 062 206 047

247 [3,2] 513 [3,2] 308 [6,6] 845 [3,2] 384 [6,3] 315 [6,12]

651 624 562 371 175 862

128 013 021 547 026 (*) 081

307 [3,2] 625 [6,6] 465 [6,6] 380 [6,6] 317 [3,2] 465 [6,6]

654 478 873 162 854 273

037 083 083 127

Class IV 218 [6,2] 245 [6,2] 645 [12,4] 465 [12,6]

654 671 172 803

The factorization schemes of the corresponding bira-
tional transformations K of Table 1 often trivialize: only
a finite number of polynomials fn’s is necessary to de-
scribe the factorization scheme (for instance f1, f2, f3).
An example of such “trivial” factorization scheme is:

M2n+1 =
K(M2n)

fn1
, M2n+2 =

K(M2n+1)

fn2
,

f2n+1 =
det(M2n)

f2n+1
1 fn2

= 1, f2n =
det(M2n−1)

fn1 f
2n−1
2

= 1.

The expression of the xn’s, in terms of these finite numbers
of fn’s, are also very simple for instance:

x3 p+ 1 =
f3

f2
, x3 p+ 2 =

f1

f3
, x3 p+ 3 =

f2

f1
,

yielding: xnxn+1xn+1 = 1. (30)

If the birational transformation K̂ is a finite order one,
one can easily understand that such factorization schemes

occur. When the birational transformation K̂ is not a fi-
nite order transformation it is important to analyse the

orbits of the iteration of K̂. We will see in a forthcoming
section (Sect. 4) that finite order recursions in the xn’s
are not incompatible with infinite order orbits of K, and
we will provide examples of finite order recursions in the
xn’s yielding elliptic curves in CPq2−1.

“Genuine” class I, class IV and class t1 recursions

Let us now get rid of such “spurious” finite order recur-
sions on the xn’s and concentrate on “true” class t1, class
I and class IV recursions. It is then straightforward to
check exactly, for each selected permutation, if the corre-
sponding recursions (5) or (12) or (21) (resp. (22)) hold
and, in a second step, if factorizations (2) or (10) or (19)
hold.

We have found the following result: there are no per-
mutation of entries of 3×3 matrices verifying the (sixteen

vertex) recursion (5). This recursion can only be fulfilled
for q × q matrices for q ≥ 4.

We have then found 108 permutations verifying re-
cursion (12) (and also a whole hierarchy of recursions [3])
and the factorization scheme (10): all these permutations
correspond to integrable mappings for q = 3 and can be
grouped into 24 classes.

One representative of each of these classes are given in
Table 2.

The two numbers in [bracket] near each permutation
are the cardinality of the corresponding class and the or-
der of the permutation. “Class IV” means the class IV-
integrability: the mapping is integrable only for certain
initial matrices M0 of the iteration (codimension-one al-
gebraic variety [3]) and verifies (22).

The representatives in the first column of Table 2 of the
these classes are such that their “straight-generalization”
to q × q matrices, also verifies the class I factorization
scheme (10) as well as the integrable recursions on the
fn’s or on the xn’s for arbitrary value of q (see (11)). Also
note that the representatives tagged with a (∗) in Table 2
are such that their “straight-q-generalization” also verify,
for arbitrary values of q, the class I factorization scheme
(10) but not the integrable recursions on the fn’s or on the
xn’s: they correspond to a “g-integrability” (polynomial
growth of the calculations [4]).

One remarks that a large number of integrable map-
pings specific of 3× 3 matrices are not involutions.
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4 Three examples of permutations of 3× 3
matrices

4.1 First example: elliptic curves and non involutive
permutations of entries of 3× 3 matrices associated
with finite order recursions xn = xn+N

From Table 1, one sees that there are several possibilities
satisfying xnxn+1xn+2 = 1 (and thus xn = xn+3 ), all
corresponding to non-involutive permutations: for instance
three cases correspond to an 8-cycle, two cases correspond
to the composition of a 5-cycle and a 2-cycle, and one case
corresponds to the composition of a 5-cycle and a 4-cycle.

We focus in this section on the interesting case of the
(non involutive) permutation 163250748 of Table 1 satis-
fying xnxn+1xn+2 = 1 and thus xn = xn+3 :

P =

1 6 3

2 5 0

7 4 8

 . (31)

This permutation is an 8-cycle: 0 → 1 → 5 → 4 →
8 → 3 → 6 → 7 → 0 .

Since this permutation corresponds to xn = xn+3 , it
is not surprising that its factorization scheme trivializes.
Actually one can verify that:

f1 = det(M0), M1 = K(M0) , f2 =
det(M1)

f1
,

M2 = K(M1) , f3 =
det(M2)

f2
1 f2

, M3 =
K(M2)

f1
,

f4 =
det(M3)

f2
1f

2
2 f3

, M4 =
K(M3)

f2
, f5 =

det(M4)

f3
1 f

2
2 f

2
3

,

M5 =
K(M4)

f1f3
, f6 = 1 =

det(M5)

f3
1 f

3
2 f

2
3

· (32)

One also has the following result for arbitrary integer n:

K̂n+18(M0) − K̂n(M0) = λ× (K̂n+12(M0)−K̂n+6(M0))

= ∆(M0, n) (33)

where the two first rows of∆ are equal. From (32) and (33)
one could expect that the orbit of the birational transfor-

mation K̂ are trivial. In fact the iteration of K̂ yields
elliptic curves as can be seen in Figure 1.

4.2 Second example: elliptic curves and non involutive
permutations of class I

Let us now consider the permutations of class I (see
Tab. 1). Most of them are non-involutive. Remarkably,
most of the permutations of class I give elliptic curves
(and not higher dimensional Abelian varieties, ...). As an
example, let us consider the non involutive permutation
086 345 271 of Table 1:

P =

0 8 6

3 4 5

2 7 1

 . (34)

1 6 3
2 5 0
7 4 8

x3/x1

x2/x1

Fig. 1. Projection on two variables of CP8 of an orbit of K̂2

for permutation 163 250 748 (finite order recursion).

0 8 6
3 4 5
2 7 1

x3/x1

x2/x1

Fig. 2. Projection on two variables of CP8 of an orbit of K̂2

for permutation 086 345 271 (class I recursion non involutive).

It can be seen to decompose into a product of a 4-cycle and
two 2-cycles: 0 → 3 → 8 → 6 → 2 → 3 , 1 → 4 → 1
and 5 → 7 → 5 . It corresponds to class I and is specific
of q = 3 (namely the “straight generalization” of this
permutation does not yield recursion of class I).

One has the following factorization scheme for this
non-involutive permutation:

f1 = det(M0) , M1 = K(M0) , f2 = det(M1) ,

M2 = K(M1) , f3 = det(M2) , M3 = K(M2) ,

f4 =
det(M2)

f2
1

, M4 =
K(M3)

f1
, f5 =

det(M3)

f2
2

,

M5 =
K(M4)

f2
, · · · (35)

and for arbitrary n :

Mn+3 =
K(Mn+2)

fn
, fn+3 =

det(Mn+2)

f2
n

,

K̂(Mn+2) =
K(Mn+2)

det(Mn+2)
=

Mn+3

fnfn+3
· (36)
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The fn’s actually satisfy the integrable recursion (11):

fnf
2
n+3 − fn+4f

2
n+1

fn−1fn+3fn+4 − fnfn+1fn+5

=
fn−1f

2
n+2 − fn+3f

2
n

fn−2fn+2fn+3 − fn−1fnfn+4
(37)

and the integrable recursion (12) on the xn’s is also

verified. Studying the iteration of K̂2 in the (32 − 1)-
dimensional projective space CP32−1 = CP8 , one can
show that these orbits correspond to elliptic curves: this
is shown on Figure 2. Furthermore these elliptic curves
belong to a three-dimensional vectorspace (four homoge-
neous variables): relation (15) is still valid here. Similarly
to the calculations detailed in the appendix for transposi-
tion t12−21, one can thus find an infinite number of repre-

sentation of K̂2 as a birational mapping of three variables
(four homogeneous variables). One can also see that the
following constant matrix P :

P =


0 0 1

−1 0 0

0 0 0

 (38)

(such that P∈(P) = −P ) always belongs to this three-

dimensional vectorspace. Thus K̂6(M0) , in the right-hand
side of relation (15), can again be replaced by P . Therefore

the orbits of K̂2 belong to the following three-dimensional
vectorspace:

K̂2n(M0) = a0M0+a1K̂
2(M0)+a2K̂

4(M0)+a3P.
(39)

This property9 is exactly the same (with a slight modifica-
tion of the base point) as the one noticed for permutation
t12−21 (see (15) and (A.1)). This situation has to be com-
pared with the one of the permutations associated with
finite order recursions of the previous sections (see rela-
tions (33)).

Since we have a foliation in elliptic curves of the whole
eight dimensional parameter space CP8 of the entries of
the 3× 3 matrices, the point corresponding to matrix P
can be seen to be similar to a base points of an elliptic
foliation [7]. Each elliptic curve (in CPq2−1 ), generated

by the iteration of K̂ , can be seen to “pop out” from P .
One can actually use a relation such as (39) in order to

get exhaustively all the constant matrices (base points of
the elliptic foliation) belonging to all the elliptic curves of
the elliptic foliation. Actually if one considers several ini-

tial matrices M
(1)
0 , M

(2)
0 , . . . ,M

(r)
0 , . . . a constant matrix

like matrix P should belong to the various eigenspaces as-

sociated to these various initial matrices M
(m)
0 . Therefore

9 For q = 4 one can verify that relation (15), or (39), does
not hold anymore for the “straight generalization” of permu-
tation 086 345 271.

there should exist coefficients a
(n)
m such that:

P = a
(1)
0 M

(1)
0 +a

(1)
1 K̂2(M

(1)
0 )+a

(1)
2 K̂4(M

(1)
0 )

+a
(1)
3 K̂6(M

(1)
0 ) = · · · (40)

= a
(r)
0 M

(r)
0 + a

(r)
1 K̂2(M

(r)
0 )

+a
(r)
2 K̂4(M

(r)
0 ) + a

(r)
3 K̂6(M

(r)
0 )= · · ·

This linear system can easily be solved to prove that ma-
trix P is, for permutation (34), the only such “base point”
matrix with finite entries.

Remark

The occurrence of three-dimensional vectorspaces like
(15), can, in fact, be seen to be valid for most (see be-
low) of the class I permutations of Table 2, these permu-
tations being, or not, involutive. Let us however note that
there exist some exceptions like the permutations (of the
classes) corresponding to the last column of Table 2, for
which the occurrence of three-dimensional vectorspaces

like (15) is ruled out. Their K̂ -orbits actually live in a
six-dimensional vectorspace:

K̂2n(M0) = a0M0 + a1K̂
2(M0) + a2K̂

4(M0) (41)

+ a3K̂
6(M0)+a4K̂

8(M0)

+ a5K̂
10(M0)+a6K̂

12(M0).

Introducing the inverse of transformation K̂ , namely

L̂ = ÎP−1 = ÎP5 , relation (41) can be written in a
more “balanced” way:

K̂2n(M0) = b3L̂
6(M0) + b2L̂

4(M0) + b1L̂
2(M0)

+ a0M0 + a1K̂
2(M0)

+ a2K̂
4(M0) + a3K̂

6(M0). (42)

We have not been able to find a “base point” for these
permutations.

Again, for all these last permutations, property (41)

is not restricted to the points of the orbit of K̂2 , namely

the K̂2n(M0) ’s. The six-dimensional vectorspace V6 cor-
responding to the right-hand side of (41) is actually in-

variant by K̂2 : K̂2(V6) = V6. Therefore one has a rep-

resentation of K̂2 as a (birational integrable) mapping on
six variables or, seen as a homogeneous polynomial trans-
formation, of seven homogeneous parameters. These six-
dimensional representations are too involved to be given
here for a generic initial matrix M0 . The calculations for
a given initial matrix M0 are similar to the ones detailed
in Appendix. Again one obtains an infinite set of (bira-
tional integrable) mapping on six variables (as many as
the number of initial matrices M0 one wants to consider).
For instance, for the permutations of the last column of
Table 2, one obtains integrable mappings of seven homoge-
neous variables a0, . . . , a6 represented in terms of quartic
homogeneous polynomial transformations:

ai −→
∑
α

A(i)
α aα0

0 aα1
1 aα2

2 aα3
3 aα4

4 aα5
5 aα6

6 ,
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i = 0 , 1 , 2 , . . . , 6 (43)

where α denotes sets of seven exponents α0 , α1 , · · · , α6

such that α0 + α1 + · · · + α6 = 4 .

4.3 Third example: non involutive permutations
of class IV

There actually exists non-involutive permutations of
Table 2, yielding recursion (22):0 8 3

6 4 5

1 7 2

 and

1 2 7

4 6 5

8 0 3

 · (44)

The first permutation is the product of a 4-cycle and of
two involutions. The second one is the product of a 6-cycle
and of a 3-cycle.

Let us recall relation (23) for transposition M [2, 1] ↔
M [2, 3] of class IV. For this last transposition M [2, 1] ↔

M [2, 3] the orbits of K̂2n lie in planes (see (23) and [5])
depending non trivially of the initial matrix M0. This
property is also valid for the two non involutive permuta-
tions (44) (but here for q = 3 only). Note that, for these
two non involutive permutations (44), there also exist a
simple “base point” P such that (24) namely:

P =


0 0 0

0 0 0

−1 0 1

 for

0 8 3

6 4 5

1 7 2



and P =


1 0 −1

0 0 0

0 0 0

 for

1 2 7

4 6 5

8 0 3

 ·
One can verify10 that these matrices P are the only con-
stant matrices such that (24) is satisfied for arbitrary ini-
tial matrix M0 (see relation (40)). In contrast with trans-
position M [2, 1] ↔ M [2, 3] of class IV, the visualization
of the orbits is disappointing for these two non-involutive
permutations.

5 Integrability of permutations of S4�4

Similar calculations can be performed for 4× 4 matrices.
It is for instance interesting to find integrable mappings
specific of 4 × 4 matrices or, on the contrary, which can
be generalized to q× q matrices (with q ≥ 5 but different

10 For q = 4 one easily verify that relation (23) or (24)
does not hold anymore for the “straight generalization” of per-
mutation 083 645 172 as well as for permutation 127 465 803.
This is not surprising since we got in Table 2 that permuta-
tion 083 645 172 satisfies the class IV recursions specifically for
q = 3.

Table 3. New number of permutations.

Class I Class IV Class t1

number of classes 348 205 327

genuine classes 68 6 47

from these upgraded 3× 3 involutive examples). This jus-
tifies performing the previous exhaustive analysis but for
arbitrary permutations of entries of 4× 4 matrices.

Since the number of permutations of S4×4 is very large
to explore (16! = 20 922 789 888 000) we have first inves-
tigated only 16!/4! = 871 782 912 000 permutations corre-
sponding to an ordering constraint on the diagonal entries.
With the previous encoding (26) of the permutations the
diagonal symbols (namely 0 , 1 , 4 , 9 ) become, after trans-
formation by a permutation P : P(0) ,P(1) ,P(4) ,P(9) .
The constraint on the diagonal entries is the following:
P(0) ≤ P(1) ≤ P(4) ≤ P(9) . This constraint divides by
24 the computer time11. Using a twelve processors dedi-
cated machine running for six months we have scanned the
871 782 912 000 permutations. Performing tests in stan-
dard precision we have discarded most of the previous per-
mutations to select, in a first step, around eight thousand
permutations likely to be class I or class IV or class t1.
Eventually using an infinite precision rational represen-
tation we have determined, among the remaining permu-
tations, those exactly belonging to class I or class IV or
class t1.

When a new permutation is found to verify one of the
three previous recursions (5, 12) or (22), one checks if
this permutation is, or is not, equivalent (up to relabel-
ing (9)) to another one already found. For instance this
reduces the number of permutations found for “class I-
integrability” (see Tab. 3) to only 348 non-equivalent per-
mutations (classes). However it should be noticed that
some classes do occur simultaneously in class I and class
t1 (and possibly class IV). They, in fact, satisfy simple
finite order recursions on the xn’s (like xnxn+1 = 1, ...).
More precisely 199 classes occur simultaneously in class I
and class t1 and also in class IV, 81 classes occur simul-
taneously in class I and class t1 but not in class IV. The
results are summarized in Table 3.

Integrability can be seen to be a quite “rare” phe-
nomenon: collecting the genuine class I, class IV and class
t1 integrability, as well as the classes corresponding to fi-
nite order recursion on the xn’s, integrability corresponds
to less than 2 × 104 permutations among 16! permuta-
tions, that is a ratio of ' 10−9. This ratio has to be com-
pared with the ratio emerging from the exhaustive analysis
of 3 × 3 matrices: 27 classes among 30 462 classes that is
a ratio of ' 0.886× 10−4.

11 It restricts the number of “integrable” permutations (al-
most by 24) but does not restrict drastically the number of
classes since each class is likely to have a representative which
satisfies this constraint (this can be easily seen on the previous
example of permutations of entries of 3 × 3 matrices).
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0 c 2 6
f 5 4 d
3 b a 9
8 1 7 e

x3/x1

x2/x1

Fig. 3. Projection on two variables of an orbit of K̂2 for
permutation 0c26 f54d 3ba9 817e (class I recursion for 4 × 4
matrices).

The exhaustive list of permutations of Table 3 is avail-
able by ftp [21].

Systematic visualization of this exhaustive list

We have systematically visualized the orbits correspond-
ing to this exhaustive list of classes of permutations. We
have obtained the following preliminary results.

As far as this visualization approach is concerned, the
permutations of class IV give poor results. This is not sur-
prising since class IV is not generically integrable but only
on a codimension-one algebraic variety [5]. So let us con-
centrate, in a first step, on the permutations of class I and
class t1 and then to some permutations corresponding to
“some” finite order recursions on the xn’s (however in
this last set of permutations we do not try, like for class I,
class IV and class t1 , to get them exhaustively: we just
give examples).

Class I

Let us first consider the permutations genuinely of class I.
Among these 68 classes a set of (at least) sixteen

classes of permutations clearly correspond to elliptic
curves (see Fig. 3). We give below an (arbitrary) repre-
sentative of each class:

0 c 2 6

f 5 4 d

3 b a 9

8 1 7 e




0 2 1 7

8 6 5 4

3 c b a

f e 9 d




0 2 3 8

6 7 5 4

c 1 b a

f e 9 d




0 f 3 8

6 7 a 4

c 1 b 5

2 e 9 d




0 2 c 6

8 7 5 4

3 1 b a

f e 9 d




0 f c 6

8 7 a 4

3 1 b 5

2 e 9 d




0 f 8 3

c 7 a 4

6 1 b 5

2 e 9 d




0 6 c 2

f 7 1 e

3 a b 9

8 4 5 d




2 c 6 0

8 3 d f

a b 5 9

7 1 4 e




2 c 6 0

b a 4 9

3 8 d f

1 7 5 e




3 7 2 1

8 4 6 5

0 a c b

f d 9 e




3 5 1 b

0 6 2 c

9 4 7 f

a d e 8




3 5 1 b

0 6 2 c

9 4 7 a

f d e 8




3 4 0 d

5 8 6 f

c a b 9

2 7 1 e




4 1 2 d

7 5 6 e

a c b 9

8 0 3 f




5 2 6 4

3 7 0 8

b 1 c a

9 e d f

 .

1 7 8 3
d 6 c 9
5 4 a b
e 2 0 f

x3/x1

x2/x1

Fig. 4. Projection on two variables of an orbit of K̂2 for
permutation 1783 d6c9 54ab e20f (sixteen vertex recursion for
4× 4 matrices).

One verifies for these last permutations the same factor-
ization scheme as class I, namely (10), and the same re-
cursions on the xn’s, or fn’s or qn’s (see (11), (12), (13)).

Though most of these permutations are not involu-
tive (and thus should yield drastically more involved re-
sults) the results corresponding to the associated bira-
tional transformation K cannot be distinguished from the
one of transposition t12−21. Fifteen other classes clearly
seem to also correspond to foliations in elliptic curves. The
remaining permutations yield more disappointing orbits
(like the ones corresponding to the last column of Tab. 2)
and should be revisited by other (exact) methods.

Class t1

Among the 47 permutations of class t1, the six permuta-
tions given below have the same factorization scheme (see
(2)) and the same hierarchy of recursion of the fn’s (3):

0 4 6 8

9 1 e b

c 7 2 a

f 5 d 3




0 2 7 8

3 1 e f

c 6 4 a

b 5 d 9




0 c a 8

2 6 4 7

3 b 9 f

1 5 d e




0 a c 8

6 7 2 4

3 9 b f

5 e 1 d




1 3 2 0

b 5 c 6

a 4 9 d

7 8 e f




1 7 8 3

d 6 c 9

5 4 a b

e 2 0 f

 .

Typical orbits for any permutation of these six classes, as
well as for permutations of twenty-two other classes not
given here, look like the orbits presented on Figure 4. They
are elliptic curves. The nineteen remaining t1-classes also
deserve further analysis.

Let us recall that 199 + 81 classes among the global
set of 327 and 348 classes of respectively class- t1 and
class I, correspond to finite order recursions on the xn’s.
They are discussed below.



658 The European Physical Journal B

Finite order recursion on the xn’s

Some permutations correspond to trivialization of the fac-
torization scheme (see (32)), to a periodicity in the xn’s
and clearly yield curves. For instance the following per-
mutations yield xn = xn+3 :

0 4 c 7

3 5 b 1

8 6 a 2

f d 9 e




0 6 a 7

3 5 b 1

8 4 c 2

f d 9 e




0 2 c 6

8 7 a 4

3 1 b 5

f 9 d e




1 5 3 b

2 6 0 c

7 d 8 9

e 4 f a




1 b 4 3

7 a 5 8

2 c d 0

e 9 6 f




2 6 0 c

1 5 3 b

7 4 8 a

f 9 e d




3 5 b 1

8 4 a 7

0 6 c 2

9 e f d




3 5 b 1

0 6 c 2

f d a 7

8 4 9 e


and the following ones correspond to xn = xn+2 :

1 3 b 5

0 2 6 c

e f 9 d

8 7 4 a




1 6 b 0

2 5 c 3

e 4 9 8

7 d a f




2 0 6 c

1 3 d 9

7 8 5 b

e f 4 a




2 5 c 3

1 6 b 0

e 4 9 8

7 d a f




2 f 9 6

1 8 a 5

7 3 b 4

e 0 c d




6 f 9 2

5 8 a 1

4 3 b 7

d 0 c e




0 2 6 c

3 1 d 9

8 7 5 b

f e 4 a

 .

The permutations corresponding to xn = xn+3 clearly

yield K̂2-orbits which are elliptic curves but the ones
corresponding to xn = xn+2 could even yield rational
curves. Some permutations seem to give orbits which “look
like surfaces”. They correspond to xn = xn+3 :

1 6 0 b

2 5 3 c

e 4 8 9

7 d f a




1 3 b 5

4 a 8 7

2 0 c 6

d 9 f e




2 c 6 0

5 3 1 b

4 8 7 a

e 9 d f




3 5 c 2

0 6 b 1

f d a 7

8 4 9 e

 .

Some seem to give orbits which look like surfaces or vol-
umes. They correspond respectively to xn = xn+3 :

1 3 b 5

e 8 9 4

7 0 a 6

2 f c d




2 3 c 5

e 8 9 4

1 0 b 6

7 f a d




7 3 a 5

2 8 c 4

1 0 b 6

e f 9 d




1 0 b 6

7 3 a 5

2 8 c 4

e f 9 d


and xn = xn+2 :

2 5 c 3

7 6 a 0

1 4 b 8

e d 9 f




5 0 c 1

6 8 a 2

4 3 b 7

d f 9 e

 .

Some deserve further studies (most of the time they proba-
bly yield elliptic curves, maybe surfaces...). Among this set
one has the following permutations yielding xn = xn+2 :

0 5 1 c

3 6 2 b

f 4 7 9

8 d e a




0 2 c 6

8 7 a 4

3 1 b 5

e f 9 d




1 4 b 8

2 5 c 3

7 6 a 0

e d 9 f




1 5 b 3

7 4 a 8

2 6 c 0

9 f e d




1 5 b 3

2 6 c 0

a 8 7 4

e d 9 f




1 5 b 3

2 6 c 0

7 4 a 8

9 f e d




2 0 c 6

1 3 b 5

a 4 7 8

9 d e f




2 6 c 0

b 3 1 5

a 8 7 4

e d 9 f




2 0 c 6

1 3 b 5

8 7 a 4

f e 9 d




2 0 c 6

1 3 b 5

8 7 a 4

e f 9 d




2 c 0 6

5 3 b 1

4 8 a 7

e 9 f d




2 f 9 6

7 3 b 4

1 8 a 5

e 0 c d




2 6 0 b

1 5 3 c

7 4 8 9

e d f a




2 0 c 6

b 5 1 3

7 8 a 4

9 d e f




2 c 0 6

4 8 a 7

5 3 b 1

e 9 f d




2 0 c 6

7 8 a 4

1 3 b 5

d 9 f e




2 0 c 6

7 8 a 4

1 3 b 5

9 d e f




6 c 0 2

7 8 a 4

1 3 b 5

d 9 f e




0 2 6 b

3 1 5 c

8 7 4 9

f e d a




1 5 b 3

2 6 c 0

a 8 7 4

9 f e d




0 2 c 6

1 3 b 5

8 7 a 4

e f 9 d




1 3 5 b

0 2 c 6

f e 9 d

7 8 4 a




1 0 c 5

2 3 b 6

7 8 a 4

e f 9 d


and permutations yielding xn = xn+3 :

0 c 6 2

8 7 a 4

3 1 b 5

f e 9 d




1 5 b 3

2 6 c 0

a 8 7 4

e d 9 f




6 0 c 2

4 8 a 7

5 3 b 1

e d 9 f




0 1 b 5

8 2 c 6

3 7 a 4

f e 9 d

 .

Clearly this first visualization approach needs further
analysis in order to know, in a precise way, the actual di-
mension of the orbits (surface, volume, higher dimensional
Abelian varieties...). In particular one certainly needs to
obtain the equations of these orbits introducing the some
Plücker-like variables [13]. This is in progress.

6 Conclusion

The remarkable integrability properties of permutation t1,
which corresponds to the sixteen vertex model, and trans-
position t12−21 (the two associated integrable mappings
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being in fact closely related [3,4]) have been seen to be
shared by a surprisingly large set of permutations of en-
tries of 3 × 3 (for t12−21) and 4 × 4 (for t1) matrices,
even non-involutive ones. A systematic analysis of these
permutations led us to discover a quite large set of permu-
tations that could present some interest for lattice mod-
els, in particular vertex models in d dimension, d being not
necessarily two. The associated birational mappings are,
of course, interesting per se, as discrete dynamical systems
of many variables. As far as lattice statistical mechanics is
concerned, we are in the amusing situation where we have
“the result before having the problem”, or, more precisely,
we have the parametrization of the vertex model before
knowing the R-matrix of the vertex model: a permuta-
tion P of a 4× 4 matrix can represent a geometrical (re-
flection, rotation ...) symmetry of a sixteen vertex model
R-matrix, or a geometrical symmetry of a vertex model on
a cubic lattice where the 23 × 23 R-matrix can be writ-
ten as two 4 × 4 identical blocks [16], or could represent
the “reduction” of a hyperplane reflection symmetry t1 on
a d-dimensional hypercubic lattice in the case where the
qd × qd R-matrix can be reduced (after relabeling) to the
direct sum of 4× 4 matrices.

If two permutations t and t′ yield integrable map-
pings Kt and Kt′ , their product t′′ = t · t′ does not
yield (in general) an integrable mappings Kt′′ (or even
a “g-integrable” mapping). The set of “integrable” per-
mutations does not have any obvious group structure, or
even algebraic, or graph, or combinatorial structure. The
“universality classes” of integrable birational mappings
(or g-integrable ones) seem, after the systematic analysis
sketched in this paper, larger and also more “subtle”, that
one could expect. In particular the non-involutive charac-
ter of the permutation does not seem to be such a crucial
prerequisite for integrability. The non-involutive examples
we have obtained, should be precious to understand the
nature of integrability since we do not have a (birational)
representation of the infinite dihedral group12 anymore [6].
The occurrence, for integrable mappings, of non involutive
permutations could mean that the integrability of discrete
dynamical systems is a “larger” concept than the integra-
bility of the symmetries of lattice (d-dimensional) models.
Is it possible to find a new “point of view” such that we
could make a distinction between a truly non-involutive
character of a permutation and non-involutive characters
that are in fact irrelevant, thus defining the “universality
classes” of integrable models?

We have not encountered any example of permuta-
tion satisfying an (integrable) class I or class t1-recursion
on the auxiliary variables xn’s (or fn’s...) yielding orbits

for K̂ which are algebraic varieties of dimension greater
than one (Abelian surfaces...). Apparently all the higher

dimensional Abelian algebraic varieties of K̂ correspond
to situations where one encounters a periodicity in the
xn’s: xn = xn+N . This fully justifies a systematic analy-
sis of these xn-periodic situations which also yield elliptic

12 The Coxeter groups generated by these non-involutive per-
mutations and the matrix inversion (namely I ) certainly de-
serve to be analysed [20].

curves for the iteration of K̂. The integrability related to
finite order recursions on the xn’s, namely xn = xn+N ,
seems to yield a “whole universe” of new g-integrable bi-

rational mappings K̂. It would be interesting to clearly
identify the dimension of these higher dimensional alge-
braic varieties and understand the parameters this dimen-
sion depends on. In this respect let us recall that a polyno-
mial growth of the calculation can be associated to elliptic
curves or Abelian surfaces (Abelian algebraic varieties...)
as well!

We hope that the accumulation of results from
such very large computer calculations will provide many
more examples of non-involutive “integrable” permuta-
tions which should help to better understand the struc-
tures associated with integrability.

Appendix: infinite number of quartic
integrable mappings associated
with transposition t12�21

Let us recall for transposition t12−21 relation (A.1) on the
homogeneous transformation K2 :

K2n(M0) = a0M0 + a1K
2(M0) + a2K

4(M0) + a3P.
(A.1)

Let us see that this relation is not restricted to points of
the orbit of M0 under the iteration of K2, like K2n(M0) ,
but that it does correspond to a stability of the three-
dimensional vectorspace V3 spanned by M0 , K2(M0) ,
K4(M0) and the constant matrix P . Actually let us con-
sider an arbitrary linear combination of M0 , K2(M0) ,
K4(M0) and the constant matrix P which is not of the
form K2n(M0) for some integer n:

MV3 = a0M0 + a1K
2(M0) + a2K

4(M0) + a3P.
(A.2)

One can show that the image, under transformation K2,
of this generic point of V3 also belongs to V3:

K2(MV3) = A0M0 +A1K
2(M0) +A2K

4(M0) +A3P
(A.3)

where the new Ai’s are quartic homogeneous expressions
of the previous ai’s, the coefficients of these quartic ex-
pressions depending, in a quite involved way, of the entries
of the initial matrix M0 . The expression of these coeffi-
cients are too involved, and too huge, to be given for a
generic initial matrix M0 . Thus, let us just consider a
particular initial matrix, for instance:

M0 =


3 0 2

−1 2 7

1 1 2

 . (A.4)

The representation of K2 in the associated three-
dimensional vectorspace V3 reads A1, A2, A3, and A4.
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A0 =
2804555520

77
a1 a2 a3

2 +
605450371968

77
a1

2a2 a3 −
135059124

77
a0 a2 a3

2 −
6010

77
a0 a1 a3

2

−
2800033978932

77
a0 a1

2a2 +
134764032

11
a0

2a2 a3 −
17180

77
a0

2a1 a3 +
32036172480

77
a0

2a1 a2

+−
714688

77
a0 a1

2a3 +
31313904635520

77
a1

3a2 +
4072590

7
a0 a1

3 +
1354

859
a0a1

3 +
14676

7
a0

3a1

−
501496892618908687488

77
a0 a2

3 −
491646

7
a0

2a1
2 +

3436

231
a0

3a3 +
370

231
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2a3
2 −

44243964360
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a0 a1 a2 a3
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254843116711965998453772288
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a2
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3
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7795450836
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7
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8167
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6013
a0

2a3
2 −

116131683888

6013
a0a1a2a3 + a0

4 +
21315870

7
a0

3a2

+
183181

12026
a0

3a1 +
203723929575236506176

6013
a2

3a3 +
10458659095776

7
a0

2a2
2 +

3208355030167295832

6013
a1

2a2
2

+
42041979416520

6013
a2

2a3
2 −

1722868108742016

6013
a0a2

2a3 +
37555689842629920

6013
a1a2

2a3 +
263640

6013
a1

2a3
2

+
26100360

6013
a1

3a3 +
28058365066135142681280

6013
a1a2

3 −
50914502395604640

859
a0a2

2a1

A2 = −
91070

9449
a1a2a3

2 −
80348216

9449
a1

2a2a3 +
18214

28347
a0a2a3

2 +
10

85041
a0a1a3

2 −
13051633

18898
a0

2a1a2

+
2344

85041
a0a1

2a3 +
627758

11
a0a1

2a2 −
1373879

56694
a0

2a2a3 −
229

340164
a0

2a1a3 −
6504439674

9449
a1

3a2

+
103462675684992

11
a0a2

3 −
97

3436
a0

2a1
2 −

7

1020492
a0

3a3 −
1

255123
a0

2a3
2 +

8210084

9449
a0a1a2a3

−
1013

33
a0

3a2 −
7

10308
a0

3a1 +
22775707244762784

9449
a2

3a3 +
55974758200023177216

11
a2

4 − 15a1
4

−
685728462

11
a0

2a2
2 −

195539861692584

9449
a1

2a2
2 +

4802128186436845056

77
a2

3a3

+
2161844880

9449
a2

2a3
2 +

22760817374376

9449
a0a2

2a1 +
16984148664

9449
a0a2

2a3 +
347516067960

9449
a1a2

2a3

−
25

28347
a1

2a3
2 −

6770

28347
a1

3a3 −
578350828631455776

9449
a1a2

3 −
1031766224910256296235008

7
a2

4

A3 = −
19834131009888

66143
a1a2a3

2 −
941190236611308

66143
a1

2a2a3 +
644480670000

66143
a0a2a3

2

+
1435760938

66143
a0a1

2a3 −
121281245280

77
a0a1

2a2 +
290340962025

9449
a0

2a2a3 +
20482048

66143
a0a1a3

2

−
18124121

132286
a0

2a1a3 −
13898071217925
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This (homogeneous) quartic mapping is a birational
mapping and is integrable: it yields elliptic curves. It cor-
responds to a representation of the birational transfor-
mation K2 in four homogeneous variables. They are an
infinite number of such integrable mappings: as many as
initial matrices M0.
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